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Abstract 
 The SABR model is a stochastic volatility model not admitting a closed form solution. Hagan, 
Kumar, Leniewski and Woodward [HaKuLeWo] have obtained an approximate solution by means of 
perturbative techniques. A more precise approximation was found by Henry-Labordère ([H-L 2005] and 
[H-L 2008]) with the heat kernel expansion method. The latter relies on deep and hard theorems from 
Riemannian geometry which are almost totally unknown to the professionals of finance, who however are 
those primarily interested in these results. 

 The goal of this report is to fill this gap and to make these topics understandable with a basic 
knowledge of calculus and linear algebra. 
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1 Presentation of the report 

The Black-Scholes-Merton (BSM) model, introduced in [Black-Scholes] and [Merton], is one of the 

most used financial models for pricing options. However it has been the target of many critics, 

some even considering it to be the cause of the October 1987 market crash [Bouchaud].   

  The main critic to the BSM model is that it is a hyper-simplified and unrealistically 

simple model: indeed the BSM model assumes that the volatility driving an asset is constant and 

that the price of the latter follows a log-normal process, facts that are contradicted by real market 

data. 

 Another critic is that the BSM implied volatility, which is obtained on the assumption 

that the volatility be constant, is indeed a non-constant function of strike and time to maturity. 

This engenders a contradiction that makes the use of BSM implied volatilities conceptually 

flawed. 

 Moreover, since any implied volatility gives rise to a different dynamic of the asset, 

when using the BSM model one is assuming that the same underlying asset follows different 

dynamics, one for each (vanilla) option on it, and this fact is very hard to justify. 

 Finally since it is the option on the underlying asset that determines the implied volatility 

of the latter, in the BSM framework it is then the option that affects the underlying, while in 

reality it is exactly the opposite that is true. 

 The BSM model is also criticized on practical grounds. Suppose for instance that we are 

using the BSM model for pricing a barrier option; since the latter has two strikes (one for the 

option in itself and one for the barrier), we wonder which one of the two BSM implied volatilities 

must be used, or if it must be used a combination of the two. 

 A model that circumvents the latter inconsistencies is the local volatility model, introduced 

in 1994 in [Dupire] and [Derman-Kani]. This model assumes that the volatility of the underlying 

asset is no longer constant but depends on time and on the value of the underlying. The local 

volatility model presents however an inconsistency with real market data: as observed in 

[HaKuLeWo], it predicts a dynamic behavior of smiles and skews which is exactly opposite to 



 

 
    
 

6 

that observed in the market. Indeed when the price of the underlying decreases, the local 

volatility model predicts that the smile shifts to higher prices; when the price increases, the model 

predicts that the smile shifts to lower prices. In reality, asset prices and market smiles move in the 

same direction. This contradiction between the model and the marketplace tends to destabilize 

the Delta and Vega hedges, which often perform worse than the BSM hedges. 

 A class of models that avoids all these problems is that of stochastic volatility models, that is 

models of diffusion in which the volatility is assumed to be stochastic. Examples of these models 

are the Hull-White two-factor model, the Heston model and the SABR model. In this report we will 

concentrate on the latter. 

 The SABR model has been introduced by Hagan, Kumar, Leniewski and Woodward in 

2002 [HaKuLeWo]. We will not discuss in details the reasons why it is a good model (a thorough 

discussion of this subject can be found in the introduction of [ReMcWhi]); we only say here that 

the SABR model gives quite consistent hedges with a manageable computational cost, that is it is 

an excellent compromise between precision and easiness to use.  

 To obtain a solution to the option pricing problem in the SABR model, the key fact is 

that with any system of 

 

n stochastic differential equations we can associate a differentiable manifold 

 

M  of dimension 

 

n such that the Kolmogoroff backward equation verified by its probability 

density is a heat equation on 

 

M . In particular for the SABR model, 

 

n = 2 and 

 

M  is the Poincaré 

plane. Since the latter is a very studied mathematical object, the solution to the option pricing 

problem can be achieved with no much difficulty. 

 We observe that unlike the Heston model, the above solution is not exact: in 

[HaKuLeWo] and [HaLeWo], the authors have found an approximate solution by using 

perturbative methods (the Varadhan’s theorem). 

 A more powerful technique is that of the heat kernel expansion: the solution to the heat 

equation is expressed as a power series whose coefficients can be computed using geometric 

information on 

 

M . Henry-Labordère has used the latter at the first order ([H-L 2005] and [H-L 

2008]) to obtain a more accurate solution than that of [HaKuLeWo] and [HaLeWo]; Paulot has 

used the expansion at the second order [Paulot] to obtain an even more precise solution. 

 In fact the heat kernel expansion method can be applied to a general financial model 

involving a system of stochastic differential equations. It represents a new technique for solving 

pricing equations in finance, which until now, except the case where a closed form solution 
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existed, could only be studied with computationally costly procedures. The heat kernel expansion 

method gives in any case a semi-closed form solution (i.e., a solution written as a power series) which 

can be obtained with geometric techniques. The stochastic differential problem translates then to 

a geometric problem for the manifold 

 

M . 

 Two references for these techniques are the books [Avramidi] and [H-L 2008] (where 

besides the SABR are also presented applications to multi-asset options and to the LMM model). 

 

1.1 THE LINK WITH RIEMANNIAN GEOMETRY AND HEAT KERNEL 
EXPANSIONS 

 

A Riemannian structure on 

 

IRn  is a differentiable function that associates with any element of 

 

IRn  a 

positive definite square matrix of order 

 

n . Since there is equivalence between scalar products and 

positive definite matrices, this means that a Riemannian structure is a way to define in a 

differentiable manner a metric that can change in each point.  

 For instance, let us associate the identity matrix with every point of 

 

IRn . Since the 

identity matrix gives the usual Euclidean metric, in this case we have the standard metric that we 

use in calculus. The goal of Riemannian geometry is to consider a general metric and define 

accordingly the operators of derivative, differential, integral, etc… 

 One of the main differences between the general case and the Euclidean one is that the 

matrix of the metric is not necessarily constant. For instance, we will see that the metric for the 

SABR model is the Poincaré plane defined in a point 

 

(x, y) by the matrix  

 

1
y 2 0

0 1
y 2

 

 

 
 
  

 

 

 
 
  
. 

 The SABR consists of a system of two correlated stochastic differential equations 
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Ft (ω) = F0 + Au(ω)Fu
β (ω)dWu(ω)

0

t∫
At (ω) = α + ν Au(ω)dZu(ω)

0

t∫
corr(Wt , Zt ) = ρ

 

 
  

 
 
 

, 

where 

 

F0,β,α,ν  and 

 

ρ  are input constants. To show the link with Riemannian geometry and 

heat kernel expansions we consider a general system of 

 

n  correlated stochastic differential 

equations, 



 

Xi(t,ω) = α i + bi u,X(u,ω)( )du
0

t∫ + σ i u,X(u,ω)( )dWu(ω), i =1,,n
0

t∫

corr Xi(t), X j (t)( )= ρi j (t), i, j =1,,n

 

 
 

 
 

 

where 

 

X = X1,,Xn( ). Let us given a European option 

 

C  on a (multidimensional) asset whose 

dynamic is described by the preceding equations. Let 

 

T  be the maturity of 

 

C  and let the payoff 

at 

 

T  be a function 

 

f X1(T),,Xn (T)( ). The fair value of 

 

C  verifies the equation  

 

∂C
∂T

(α,t,T) = f (x)p
−∞

+∞∫ (T,x,t,α)dx , 

where 

 

p is the probability density of the system, 

 

x = x1,,xn( ) and 

 

α = α1,,αn( ). Let us set 

 

τ = T − t  and 

 

p(τ,x,α) := p(T,x,t,α) ; then 

 

p verifies the Kolmogoroff backward equation 

 

∂p
∂τ

= Dp , 

with  

 

D = bi(τ,α) ∂
∂α i

+
1
2

ρi j (τ )σ i(τ,α)σ j (τ,α)
i, j=1

n

∑
i=1

n

∑ ∂2

∂α i∂α j

 

and with initial condition 

 

p(0,x,α) = δ(x −α) 

(

 

δ  is the Dirac function defined by 

 

δ(z) =1 for 

 

z = 0 and 

 

δ(z) = 0 otherwise). This equation is a 

heat equation. Moreover we have that the matrix  



 

g(x) =
1
2

ρi j (τ)σ i(τ,α)σ j (τ,α)
 
 
 

 
 
 

i, j=1,,n
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is positive definite. If the functions 

 

σ i and 

 

ρi j  are differentiable, then 

 

g is differentiable and 

thus the above system of stochastic differential equations determines a Riemannian structure with 

respect to which the Kolmogoroff backward equation is a heat equation. In [HaKuLeWo] and 

[HaLeWo], Hagan, Kumar, Leniewski and Woodward have found an approximate solution by 

means of perturbative techniques. A more powerful method than the latter and giving a more 

accurate approximation is that of the heat kernel expansion, the presentation of which is the goal of 

this report. 

 

1.2 CONTRIBUTIONS OF THIS REPORT 

 

As already said, new powerful techniques are available for solving option pricing problems, 

techniques taken from advanced Riemannian geometry. People working in finance (and 

potentially interested in these results) have little or no knowledge of Riemannian geometry, which 

is a very complicated and hard mathematical field for which one has to spend a lot of time and 

effort to master only the most elementary facts.  

 This report aims at being a gentle introduction that could allow a non-specialist to read 

the more advanced papers and books [H-L 2005], [H-L 2008], [Paulot], [Avramidi]. The primary 

goal is that of giving a presentation of the topic that could be rigorous and complete and at the 

same time easy to understand and not too abstract. This would not have been possible if we had 

followed the usual approach to present this subject (for instance [Lee]).  

 Indeed Riemannian geometry has been employed until now only in mathematics and 

physics applications. Unlike these two fields, the Riemannian manifolds encountered in financial 

modeling are much simpler and reduce to the space 

 

IRn . This manifold is trivial from the 

differential geometric point of view1 and has little or no interest to a mathematician or physicist. 

So when one is narrowed to financial applications, the standard general way of presenting 

Riemannian manifolds is a useless complication. 

 In this report we have rewritten all the definitions and theorems for the special case of 

the manifold 

 

IRn . This accomplishes our goal since it reduces the difficulty of the subject to that 

                                                   
1 its atlas reduces to a single chart 
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of elementary calculus and linear algebra. This work is an original one since there is no such an 

approach in any book or account on Riemannian geometry. 

 There has been in recent times a growing interest in Riemannian geometric techniques 

for solving financial problems ([Avramidi], [Farinelli], [H-L 2008]), so the utility of this report 

goes beyond the SABR model. 

 The report is organized as follows: Chapter 2 presents the basic notions of Riemannian 

geometry, Chapter 3 treats the Poincaré plane (which is the space model used for the SABR) and 

finally Chapter 4 applies all these notions for the case of the SABR. 
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2 Introduction to Riemannian 

geometry 

2.1 REMINDERS FROM CALCULUS    
 

 Let n  be a natural number, let nIRM ⊂  and let RM →:φ  be a function. Let 

},,{ 1 nee   be the canonical base of nIR , that is for n},{1,∈i , ie  is the vector whose i -th 

component is 1 and the other are zero. Let Mx ∈ ; the i -th partial derivative of φ  at x , denoted 

)(xiφ∂  or xiφ∂ , is the derivative at x  of φ  when restricted to the straight line passing trough x  

and having ie  as direction, that is to { }IRex i ∈+ αα : .  

 Let φ  admit i -th partial derivatives at x  for every n},{1,∈i ; the gradient of φ  at x  is 

the vector function ( ))(,),(1 xx nφφ ∂∂   and is denoted )(xgrad φ . 

 Let ),,( 1 nvvv =  be a vector of nIR  of norm 1; the directional derivative of φ  at x  along 

v , denoted )(xDv φ  or xvD φ , is the derivative at x  of φ  when restricted to { }IRvx ∈+ αα : .  

It is well known from basic calculus that  

)()()( 11 xvxvxD nnv φφφ ∂++∂=  , 

that is the directional derivative of φ  along v  is equal to the scalar product between v  and 

.φgrad  

 Let n},{1,, ∈ji  and suppose that the −j th derivative of φ  admits i -th partial 

derivative. Then we define the −),( ji second partial derivative of φ  as )( φji ∂∂  and we denote it 

φji∂ .  
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 Let IRMn →:,,1 φφ   be such that iφ  admits i -th partial derivative at x  and let 

),,( 1 nφφ =Φ  be the vector function whose components are the iφ . The divergence of Φ  at x  is 

defined as 

∑
=

∂=Φ
n

i
ii xxdiv

1
)()( φ . 

 Let IRM →:φ  admit second partial derivatives at x ; the Laplace operator (or Laplacian) 

of φ  at x  is defined as  

)(:)(
1

xx
n

i
ii φφ ∑

=

∂=∆ , 

that is the Laplacian of φ  is the divergence of the gradient of φ . 

 Now let ψ , nbb ,,1   and jig  for n},{1,, ∈ji  be functions from M  to IR ;  the 

operator sending a function IRM →:φ  admitting second partial derivatives to the function 

ψφφ +∂+∂ ∑∑
==

n

h
h

h
n

ji
ji

ji bg
11,

 

is called a second order linear differential operator. This operator is said elliptic if for any non-zero 

Mxxx n ∈= ),,( 1   we have  

0)(
1,

≠∑
=

n

ji

ji
ji xgxx . 

In particular the Laplacian is elliptic. 

 

2.2 PROPERTIES OF DIRECTIONAL DERIVATIVES   
 

 In this section we will extend the concept of directional derivatives to a more general 

context. First we take v  as a not necessarily constant vector but instead as a differentiable 

function nIRMv →: . In particular )(xv  is not necessarily of norm 1. Thus we define 
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)()(:)( xgradxvxDv φφ ⋅= , 

where )()( xgradxv φ⋅  denotes the scalar product between these two vectors. 

 Let Y  be a function from nIR  to mIR  and let mYY ,,1   be its scalar coordinates; then 

YDv  is the function ( )mvv YDYD ,,1  , that is  

( ))()(,),()()( 1 xYgradxvxYgradxvxYD mv ⋅⋅=   

and written as a linear combination in the canonical basis },,{ 1 mee  of mIR  

( )∑
=

⋅=
m

k
kkv exYgradxvxYD

1
)()()( . 

 Let us call vector field on nIR  any differentiable function from nIR  to nIR  and let us 

denote )( nIRVec  the set of all vector fields. We will denote ),( mn IRIRDiff  the set of 

differentiable functions from nIR  to mIR . In particular 

),()( nnn IRIRDiffIRVec = . 

 If IRIRf n →:  and mn IRIRX →:  are functions then as usual Xf  is the function 

sending nIRx ∈  to )()( xXxf . If f  and X  are differentiable, then so is Xf . In particular for 

any real α , we denote Xα  the function sending nIRx ∈  to )(xXα .   

 We prove that the directional derivative verifies the following properties: 

1) for every )(, 21
nIRVecXX ∈ , ),( mn IRIRDiffY ∈  and IRIRff n →:, 21  differentiable 

functions we have 

YDfYDfYD XXXfXf 212211 21 +=+ ;  

 2) for every )( nIRVecX ∈ , ),(, 21
mn IRIRDiffYY ∈  and IR∈21,αα  we have 

22112211 )( YDYDYYD XXX αααα +=+ ; 

 3) for every )( nIRVecX ∈ , ),( mn IRIRDiffY ∈ , for every IRIRf n →:  differentiable 

function and nIRx ∈  we have 

( ) )()()()()()( xYxfgradxXxYDxfYfD XxX ⋅+= . 
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 The first two properties are obvious consequences of the linearity of scalar products of 

vectors and linearity of the gradient with respect to scalars. Let us prove the third. We have that  

( ) nixiXxX YfDYfD ,,1)()( ==  

and using the Leibniz rule that 

=⋅= xixiX YfgradxXYfD )()()( ( ) =+⋅ )()()()()( xfgradxYxYgradxfxX ii  

( ) ( ))()()()()()( xfgradxXxYxYgradxXxf ii ⋅+⋅= , 

thus 

( ) ( )( ) =⋅+⋅= = miiixX xfgradxXxYxYgradxXxfYfD ,,1)()()()()()()(   

( ) ( ) ( ) =⋅+⋅= == miimii xYxfgradxXxYgradxXxf ,,1,,1 )()()()()()(   

( ) )()()()()( xYxfgradxXxYDxf X ⋅+= . 

 

 

2.3 CONNECTIONS   
 

 We now define an operator which generalizes derivatives by taking the three properties 

of the preceding section as axioms. Let n  and m  be natural numbers; a −),( mn connection is a 

function ),(),()(: mnmnn IRIRDiffIRIRDiffIRVec →×∇  such that, using the notation YX∇  

instead of ),( YX∇  we have: 

 1) for every )(, 21
nIRVecXX ∈ , ),( mn IRIRDiffY ∈  and IRIRff n →:, 21  

differentiable functions we have 

YfYfY XXXfXf 212211 21 ∇+∇=∇ + ;  

 2) for every )( nIRVecX ∈ , ),(, 21
mn IRIRDiffYY ∈  and IR∈21,αα  we have 

22112211 )( YYYY XXX ∇+∇=+∇ αααα ;    
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 3) for every )( nIRVecX ∈ , ),( mn IRIRDiffY ∈ , for every IRIRf n →:  differentiable 

function and nIRx ∈  we have 

( ) )()()()()()( xYxfgradxXxYxfYf XxX ⋅+∇=∇ . 

  

 Let us fix a basis },,{ 1 nee   of nIR  and for ni ,,1=  let us denote iE  the function 

sending any element of nIR  to ie . Fix also a basis }',,'{ 1 mee   of mIR  and for mj ,,1=  

denote jE '  the function sending any element of nIR  to je' . 

 Let us given a connection ∇  and },,1{ ni ∈ , },,1{ mj ∈  we have that )(' xE jEi
∇  is 

a linear combination of elements of }',,'{ 1 mee  , so there exist real numbers )(xk
jiΓ  depending 

on nIRx ∈  for mk ,,1=  such that  

∑
=

Γ=∇
m

k
k

k
jijE exxE

i
1

')()(' . 

The coefficients )(xk
jiΓ  are called the Christoffel symbols of the connection ∇ .  

 If ∇  is the standard directional derivative, then the Christoffel symbols are all zero. 

Indeed since jE '  is a constant function, its gradient is zero thus the directional derivative of jE '  

is zero and therefore its coordinates in any base are zero. 

 Let X  be a vector field. Thus for nIRx ∈ , )(xX   belongs to nIR  thus it is a linear 

combination of nee ,,1  . Therefore there exist nXX ,,1   functions from nIR  to IR  such that 

i

n

i
i exXxX ∑

=

=
1

)()( . Thus by recalling that iE  is the vector field sending any element of nIR  to 

ie , we have that )()()(
1

xExXxX i

n

i
i∑

=

= , that is  

i

n

i
i EXX ∑

=

=
1

. 

 In the same way, given a differentiable function Y  from nIR  to mIR  there exist 

mYY ,,1   functions from nIR  to IR  such that 
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j

m

j
j EYY '

1
∑

=

= . 

We have the following result: 

 

Theorem. Let ∇  be a connection on nIR , let )( nIRVecX ∈ , ),( mn IRIRDiffY ∈  and let 

i

n

i
i EXX ∑

=

=
1

, j

m

j
j EYY '

1
∑

=

= . Then  

∑ ∑∑
= = =









Γ+⋅=∇

n

k
k

n

i

m

j

k
jijikX exxYxXxYgradxXxY

1 1 1
')()()()()()( . 

 Proof  By using properties 1 and 2 of connections, we have 

x
j

m

j
jEXX EYxY

i
n

i
i









∇=∇ ∑

=∑
=

')(
11

( )∑∑
= =

∇=
n

i
xjjE

m

j
i EYxX

i
1 1

')( . 

By using property 3 of connections and the decomposition using Christoffel symbols, we have 

that 

( ) ( ) =⋅+∇=∇ )(')()()(')(' xExYgradxExExYEY jjijEjxjjE ii

( ) jji

m

k
k

k
jij exYgradxEexxY ')()(')()(

1
⋅+Γ= ∑

=

,  

thus )(xYX∇  is equal to 

( ) =







⋅+Γ∑ ∑∑

= ==

n

i
jji

m

k
k

k
jij

m

j
i exYgradxEexxYxX

1 11
')()(')()()(

( )∑∑∑ ∑
= == =

⋅+Γ=
n

i
jji

m

j
i

n

i
k

k
jij

m

kj
i exYgradexXxexxYxX

1 11 1,
')()()(')()()( . 

 Finally we have that 

( ) ( ) =







⋅=⋅ ∑ ∑∑∑

= == =
j

m

j

n

i
jii

n

i
jji

m

j
i exYgradexXexYgradexX ')()(')()(

1 11 1

j

n

j
j

n

i
ii exYgradexX ')()(

1 1
∑ ∑

= =








⋅








= ( )∑

=

⋅=
m

j
jj exYgradxX

1
')()( , 

and replacing the index j  with the index k  we have the claim. ■ 
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Remark  Let )(xkΓ  be the matrix ( ) ni

mj
k
ji x ,,1

,,1
)( 



=

=
Γ . Thus the preceding equation can be written in 

the following form 

( )∑
=

Γ+⋅=∇
m

k
k

k
kX exYxxXxYgradxXpY

1
')()()()()()( . 

 

Remark  Let iEX =  for n},{1,∈i  and let us denote 
iEi ∇=∇ : . Then we have  

∑ ∑
= =









Γ+∂=∇

m

k
kj

m

j

k
jikii exYxxYxY

1 1
')()()()( . 

 

 

2.4 THE COVARIANT DERIVATIVE   
  

 A (twice differentiable) curve on nIR  is a twice differentiable function nIRI →:φ , where I  

is an interval of real numbers. We denote iφ  for ni ,,1=  the components of φ , that is for 

It ∈  we have that )(tφ  is the vector ( ))(,),(1 tt nφφ  . We denote φ  the first derivative of φ  and 

φ  the second. 

 Let m  be a natural number and let us denote )(φmDiff  the set of all differentiable 

functions mIRIV →: .  Linear combinations of elements of )(φmDiff  are defined in the same 

way as for vector fields on nIR . 

 Let )(φmDiffV ∈  and let ),(
__

mn IRIRDiffV ∈ ; we say that V  is extendible to 
__

V  if for 

every It ∈  we have ( ))()(
__

tVtV φ= . 
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 Given a basis }',,'{ 1 mee   of mIR  we denote jE '  for mj ,,1=  the element of 

)(φmDiff  sending any It ∈  to je' . As for vector fields on nIR  we have that if  )(φmDiffV ∈  

there exist functions mVV ,,1   from I  to IR  such that  

j

m

j
j EVV '

1
∑

=

= . 

 Let jE '  be the element of  ),( mn IRIRDiff  sending any nIRx∈  to je' ; then jE '  is 

extendible to jE ' . 

 Suppose given a curve nIRI →:φ  and a −),( mn connection ∇ . Let },,{ 1 nee   be a 

basis of nIR  and let nn
i IRIRE →:  for ni ,,1=  be the function sending any nIRx∈  to ie . 

 A covariant derivative along φ  with respect to ∇  is a function 

),(),(: mnmn IRIRDiffIRIRDiffDer →φ  

verifying the following properties: 

 1) for every )(, 21 φmDiffVV ∈  and IR∈21,αα  we have 

)()()( 22112211 VDerVDerVVDer φφφ αααα +=+ ;   

 2) for every )(φmDiffV ∈  and IRIRf n →:  differentiable function we have 

)()()()()( tVDertftVtfVfDer t φφ +=  ; 

 3) for every )(φmDiffV ∈  and for every extension 
__

V  of V  we have that  

( ))()()(
__

1
tVttVDer

iE

n

i
i φφφ ∇= ∑

=

 . 

 

Theorem. There exists one and only one covariant derivative φDer   along φ  with respect to ∇ . If 

∑
=

=
m

j
jj EVV

1
' is an element of )(φmDiff , then  
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( ) k

m

k
j

n

i

m

j

k
jiik etVtttVtVDer ')()()()()(

1 1 1
∑ ∑∑

= = =








Γ+= φφφ

 .  

 Proof  By using property 1 of covariant derivatives we have that  

( )∑∑
==

=







=

m

j
tjj

t

m

j
jj EVDerEVDertVDer

11
'')( φφ . 

By property 2 we have that  

( ) tjjjjtjj EDertVtEtVEVDer )'()()(')(' φφ += 
tjjjj EDertVetV )'()(')( φ+=  . 

Since jE
__

'  is an extension of jE ' , we have by property 3 that  

( ))(')()'(
1

tEtEDer jE

n

i
itj i

φφφ ∇= ∑
=

 ( ) ( )∑∑
==

Γ=
m

k
k

k
ji

n

i
i tEtt

1

__

1
)(')()( φφφ ( )∑∑

= =

Γ=
n

i

m

k
k

k
jii ett

1 1
')()( φφ  

This implies that tVDer )(φ  must be equal to 

( )∑ ∑∑
= = =









Γ+

m

j

n

i

m

k
k

k
jiijjj etttVetV

1 1 1
')()()(')( φφ ( )∑ ∑∑

= ==

Γ+=
n

i

m

kj
kj

k
jii

n

k
kk etVttetV

1 1,1
')()()(')( φφ  

which proves its existence and uniqueness. ■ 

 

Remark  The preceding equation can be written in the following matrix form 

( )( ) k

m

k

k
k etVtttVtVDer ')()()()()(

1
∑

=

Γ+= φφφ
 . 

 

 

2.5 PARALLEL TRANSPORT 

 

 A differential function on a curve φ  whose covariant derivative along that curve is zero 

is called parallel along φ . Since the ke  are linearly independent, V  is parallel along φ  if and only if 

it verifies the following linear and homogeneous system of ordinary differential equations, 
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( ) 0)()()()(
1 1

=Γ+ ∑∑
= =

tVtttV j

n

i

m

j

k
jiik φφ , 

for mk ,,1= , which can be written in the matrix form  

( ) 0)()()()( =Γ+ tVtttV k
k φφ  

for mk ,,1= . 

 We have the following result: 

 

Theorem.  Let ∇  be a −),( mn connection, let nIRI →:φ  be a curve, let It ∈0  and nIRv∈ . Then 

there exists a unique differentiable function V  parallel along φ  with respect to ∇  and such that vtV =)( 0 . 

 Proof  See Theorem 4.11 of Lee (1997). ■ 

 

 Let 1=m ; then the Christoffel symbols are )(1
1 xiΓ  for ni ,,1= , i.e., the Christoffel 

symbols form a vector with n  components. If we denote it )(xΓ  the equation for the parallel 

transport is 

( )[ ] ( ) )()()()()()()(
1

1
1 tVtttVtttV

n

i
ii 








Γ−=Γ⋅−= ∑

=

φφφφ   

which admits the solution 

( )( )dtttctV ∫ Γ⋅−= )()(exp)( φφ ( ) 







Γ−= ∑∫

=

n

i
ii dtttc

1

1
1 )()(exp φφ  

for any real constant c . 

 

2.6 GEODESICS 

 

 Let nm = . The acceleration of φ  with respect to ∇  is )(φφ
Der . We have that )(φφ

Der  is 

equal to 
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( ) k

n

k

n

ji

k
jijik etttt∑ ∑

= =








Γ+

1 1,
)()()()( φφφφ  ( )( )∑

=

Γ+=
n

k
k

k
k etttt

1
)()()()( φφφφ  .  

 We say that φ  is a geodesic if its acceleration is zero. This means that a curve is a geodesic 

if and only if its derivative is parallel along the curve. The equations for a geodesic are the 

following  

( ) 0)()()()(
1,

=Γ+ ∑
=

n

ji

k
jijik tttt φφφφ   

for nk ,,1= , or in the matrix form  

( ) 0)()()()( =Γ+ tttt k
k φφφφ   

for nk ,,1= . 

 A geodesic is then the solution of a system of k  differential equations given above. It is 

natural to ask whether there is existence and uniqueness of solutions to such differential 

equations. This question is answered in the following: 

 

Theorem. Let ∇  be a connection on nIR  and nIRvp ∈, . Then there exists an open interval I of IR , an 

element It ∈0  and a geodesic nIRI →:φ  such that pt =)( 0φ  and vt =)( 0φ . Moreover two such geodesics 

agree on their common domain. 

 Proof  See Theorem 4.10 of Lee (1997). ■ 

 

 

Remark. Let nIRI →:φ  be a geodesic and suppose that there exists It ∈0  such that 0)( 0 =tφ . 

Then φ  is constant, that is 0)( =tφ  for every t . Indeed, let )( 0tp φ=  and let nIRI →:ψ  be the 

function sending any It ∈  to p . Then ψ  is a geodesic and verifies the same initial conditions as 

φ , i.e., pt =)( 0ψ  and 0)( 0 =tψ , thus by the preceding theorem, φ  and ψ  do coincide. ■ 
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2.7 RIEMANNIAN STRUCTURES  

 

 Let M  be a subset of nIR ; a Riemannian metric on M  is a differentiable function  

IRIRIRMg nn →××:  

such that for every Mx∈  the function  

),,(),( vuxgvu
IRIRIR nn

→
→×

 

is a scalar product, i.e., it is symmetric and positive definite.  

 Let us fix a basis },,{ 1 nee   of nIR  and for Mx∈  let us denote ),,(:)( jiji eexgxg = . 

Then the matrix ( )
njiji xgxg

,,1,
)(:)(

=
=   is symmetric and positive definite. This implies that 

)(xg  is invertible and we denote )(xg ji  the element of i -th row and j -th column of )(1 xg − , 

that is ( ) njixgxg ji
,,1,

1 )()( =
− = . 

 

Example. Let )(xg  be the identity matrix for every nIRx ∈ . Then g  defines a Riemannian 

structure on nIR  which is called the Euclidean metric. ■ 

 

Example. Let nIH  be the positive half-space of nIR , that is 

{ }0:),,( 1 >∈= n
n

n
n xIRxxIH  . 

We define on nIH  the Riemannian metric g  such that if ),,( 1 nxxx =  then 2)(
n

ji
ji x

xg
δ

= , that 

is the matrix corresponding to the point p  is equal to the identity matrix divided by 2y . nIH  

with this Riemannian metric is called the Poincaré half-space. ■ 

 

 We will use the notation xvu 〉〈 ,  for ),,( vuxg . If Y  and Z  are vector fields we will 

denote 〉〈 ZY ,  the function sending a nIRx ∈  to xxZxY 〉〈 )(),( .  
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 Let ∇  be a connection for nIR ; we will say that ∇  is compatible with g  if for every 

vector fields YX ,  and Z  and for every Mx∈  we have 

xXxXX xZxYxZxYxZYD 〉∇〈+〉〈∇=〉〈 )(),()(),()(, . 

(we recall that )(, xZYDX 〉〈  denotes the derivative at x  of 〉〈 ZY ,  along the direction X ). 

 We say that ∇  is symmetric if for every vector fields X  and Y  we have  

XDYDXY YXYX −=∇−∇ . 

We have the following:    

 

Theorem . Let g  be a Riemannian metric on a subset of nIR ; then there exists one and only one connection 

which is symmetric and compatible with g . The Christoffel symbols of this connection are given by the formula    

( ))()()()(
2
1)(

1
xgxgxgxgx jililjlji

n

l

lkk
ji ∂−∂+∂=Γ ∑

=

. 

 Proof  See Theorem 5.4 of Lee (1997). ■ 

 

 The connection of the preceding theorem is called the Levi-Civita connection. 

 

Example. Let g  be the Euclidean metric on nIR . Since )(xg  is constant, then its derivatives 

are zero and then the Christoffel symbols are zero. ■ 

 

Example. Let us compute the Christoffel symbols of the Poincaré half-space nIH . We have that 

( )=∂−∂+∂=Γ ∑
=

)()()()(
2
1)(

1
xgxgxgxgx

jililjlji

n

l

lkk
ji  

=

















∂−








∂+








∂= ∑

=
222

1

2

2
1

n

ji
l

n

il
j

n

lj
i

n

l
lk xxx
y

δδδ
δ =


















∂−








∂+








∂ 222

2

2 n

ji
k

n

ik
j

n

kj
i

n

xxx
x δδδ
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=







+−−= 333

2 222
2 n

knji

n

jnik

n

inkjn

xxx
x δδδδδδ

n

jnikinkjknji

x
δδδδδδ −−

. 

This implies that 0)( =Γ xk
ji  if kjin ,,≠  or if ji,  and k  are distinct two by two. The non-zero 

Christoffel symbols are thus: 

n

n
nn x

x 1)( −=Γ ; 
n

n
ii x

x 1)( =Γ  for ni ≠ ;  
n

k
kn x

x 1)( −=Γ  for nk ≠ ;  
n

k
nk x

x 1)( −=Γ  for nk ≠ . 

 Now compute the matrices )(xkΓ . We have that 























−

=Γ

10000
01000

0010
0001

1)( 





n

n

x
x , 

that is )(xnΓ  is 
nx

1  times the diagonal matrix whose diagonal vector is )1,1,,1,1( − . For nk ≠  

the matrix )(xkΓ  is equal to 
nx

1
−   times the matrix whose ),( nk -th and ),( kn -th entries are 1 

and the other are zero.  

 So the equations for the geodesics are the following: 

( ) ( ) ( ) 0
)(

)()()()(
22

1
2

1 =
−+

+ −

t
tttt

n

nn
n φ

φφφφ


 ,  

0
)(

)()(2)( =−
t

ttt
n

nk
k φ

φφφ


   for 1,,1 −= nk  . 

  

 

2.8 CURVATURE 

 

 The Riemann tensor is defined as: 
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( )∑
=

ΓΓ−ΓΓ+Γ∂−Γ∂=
n

r

r
jk

i
rl

r
jl

i
rk

i
jkl

i
jlk

i
lkjR

1
; 

the Ricci tensor is 

∑
=

=
n

i

i
lijlj RR

1
; 

the scalar curvature is 

∑
=

=
n

lj
lj

lj RgR
1,

. 

 

 Example. For the Euclidean metric all the three functions defined above are zero since the 

Christoffel symbols are zero. ■ 

 

Example. The non-zero components of the Riemann tensor for the Poincaré half-plane 2IH  

are 

;1),(;1),(;1),( 2
1

1122
1

2212
1

111 y
yxR

y
yxR

y
yxR −=−=−=  

2
2

1122
2

1212
1

122
1),(;1),(;2),(
y

yxR
y

yxR
y

yxR =−== . 

 

The components of the Ricci tensor are 

2122221211
1),(;0),(),(;2),(
y

yxRyxRyxR
y

yxR −===−= . 

Finally the scalar curvature is  

y
yxR 2),( −= . 
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2.9 CURVES 

 

 An admissible curve is a function nR→b][a,:φ  which has finite right and left derivatives 

at all points and is differentiable with non-zero derivative unless at most finitely many points. By 

Remark (2.6), a non constant geodesic is an admissible curve since its derivative is always non-

zero. 

 Let d][c,  be an interval of real numbers and let b][a,d][c,: →f  be a differentiable and 

invertible function whose inverse is also differentiable (in particular f  is monotonic). Then 

fφ  is called a reparametrization of φ .  

 Let be given a Riemannian structure g  on nIR . We call speed of φ (with respect to g ) the 

function sending b][a,∈t  to )()(),( ttt φφφ 〉〈  . In particular we say that an admissible curve has 

unit speed if its speed is constantly equal to 1. 

 The length of φ (with respect to g ) is defined as  

∫ 〉〈=
b

a
t dtttL )()(),(:)( φφφφ  ( )∫=

b

a

dtttgt )()()( φφφ  ( )∫ ∑
=

=
b

a

n

ji
jiji dttttg

1,
)()()( φφφ  . 

We have the following 

 

Theorem. Let nR→b][a,:φ  be an admissible curve and ψ  a reparametrization of φ ; then 

)()( ψφ LL = . 

 Proof  There exists an interval d][c,  and a differentiable and invertible function 

b][a,d][c,: →f  whose inverse is also differentiable and such that fφψ = . We have that 

( ) )()()( tftft  φψ = , then 

( )∫=
d

c

dtttgtL )()()()( ψψψψ  ( ) ( ) ( ) == ∫
d

c

dttftftfgtf )()()()(  φφφ  

( )∫=
b

a

dtttgt )()()( φφφ  )(φL= ,  
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where the penultimate equality follows from the rules of integration by substitution. ■ 

 

We also have 

 

Proposition. Let nR→b][a,:φ  be an admissible curve and let λ  be the length of φ . Let f  be the inverse 

of the function sending b][a,∈t  to the length of φ  restricted to t][a, . Then fφψ =:  is a unit speed 

reparametrization of φ . Moreover if b][a,][0,: →λh  is a function such that ah =)0( , bh =)(λ  and the 

reparametrization hφ  has unit speed, then fh = . 

 Proof  See Exercise 6.2 of Lee (1997). ■ 

 

The last theorem tells that any admissible curve admits one and only one parametrization with 

unit speed. This parametrization is called the parametrization by arc length. For geodesics we have a 

stronger result: 

 

Theorem. Let nR→b][a,:φ  be a geodesic; then the function sending b][a,∈t  to )()(),( ttt φφφ 〉〈   is 

constant.  

 Proof  See Lemma 5.5 of Lee (1997). ■ 

 

 The last result implies that if nR→b][a,:φ  is a geodesic then there exists a constant k  

such that )()( abkL −=φ . 

 

Remark. Let nR→b][a,:φ  be a non-constant geodesic and let fφψ =  be a 

reparametrization of φ ; we want to determine whether ψ  is a geodesic too. We have that 

fkk φψ =  and 

( ) )()()( tftft kk
 φψ = ,     ( ) )()()( tftft  φψ = ,     ( )( ) ( ) )()()()()(

2
tftftftft kkk

 φφψ += . 
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Thus 

( ) =Γ+ )()()()( tttt k
k ψψψψ   

( )( ) ( ) ( ) ( )( ) ( )( ) =Γ++= 22 )()()()()()()()( tftftftftftftftf k
kk

 φφφφφ  

( ) ( ) ( )( ) ( )[ ] ( ) ( ) =+Γ+= )()()()()()()( 2 tftftftftftftf k
k

k
 φφφφφ  

( ) )()( tftfk
φ= , 

where the last equality follows from the fact that φ  is a geodesic. We have that  ( ) 0)( ≠tfkφ , 

since we have supposed that φ  is non-constant; this implies that ψ  is a geodesic too if and only 

if 0)( =tf  for every t , that is if and only if there exist constants α  and β  such that 

βα += ttf )( . ■ 

 

 Let nR→b][a,:φ  be an admissible curve; we say that φ  is a minimizing curve if for every 

admissible curve nR→d][c,:ψ  with the same endpoints (i.e., =(b)} (a),{ φφ  (d)} (c),{ ψψ ), we 

have )()( ψφ LL ≤ . We have the following: 

 

Theorem.  

1) Given two points x  and y  of M  there exists a minimizing curve whose endpoints are  x  and y .  

2) A minimizing curve with unit speed parametrization is a geodesic with respect to the Levi-Civita connection.  

 Proof  See Lemma 6.2 and Theorem 6.6 of Lee (1997). ■ 

 

 Given two points x  and y  of M , we call geodesic distance between x  and y  the length of 

a minimizing curve joining them. 
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2.10 HEAT KERNEL ON A RIEMANNIAN STRUCTURE 

 

 Let nbb ,,1   and jig  for n},{1,, ∈ji  be functions from M  to IR  and consider the 

following differential operator of order 2:  

)()()()(:)(
1,

2

1
x

xx
xgx

x
xbxD

n

ji ji

ji
n

i i

i ∑∑
== ∂∂

∂
+

∂
∂

=
φφφ . 

This operator is elliptic if and only if for any non-zero Mxxx n ∈= ),,( 1   we have  

0)(
1,

≠∑
=

n

ji

ji
ji xgxx ,  

that is if and only if the matrix )(1 xg −  (and thus also the matrix )(xg ) is positive definite for any 

non-zero x . This implies that if g  is a Riemannian metric on M  then the operator defined 

above is elliptic. 

 Now let ),,( yxtpp =  be a function from nn IRIRIR ××  to IR  and consider the 

equation  

),,(),,( yxtDpyxt
t
p

=
∂
∂  

(where D  operates on p  considered as a function on x ); it is called a heat kernel equation.  

 The function p  is called a heat kernel for the heat kernel equation defined above if p  is 

a solution to this equation and verifies also the following conditions: 

1) it is of class 1C  with respect to t ; 

2) it is of class 2C  with respect to x ; 

      3) verifies )(),,(lim
0

yxyxtp
t

−=
→

δ .  

 For Myx ∈,  let us denote ),( yxdistg  the geodesic distance between x  and y  with 

respect to the Riemannian metric g . We define the Synge world function with respect to g  as 

( ) 2),(
2
1:),( yxdistyxSyn gg = . 
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Now let us denote ),( yxC  the nn×  matrix whose −),( ji entry for n},{1,, ∈ji  is 

ji

g

yx
yxSyn

∂∂

∂
−

),(2

; 

we define the Van Vleck-Morette determinant with respect to g  as 

( )
)(det)(det

),(det:),(
ygxg

yxCyxVang = . 

 Now for ni ,,1=  let IRMAi →:  be defined by 

( )
∑

∑
=

=


















∂

−=
n

h

n

k

kh
k

h
hii xg

xgxg
xbxgxA

1

1

)(det

)()(det
)()(

2
1:)(  

and consider the −)1,(n connection whose Christoffel symbols are nAA ,,1  . Let ),,( 1 nφφφ =  

be a curve; the parallel transport to φ  with respect to this connection is given by (see also 3.135 

of Avramidi) 

( ) 







−= ∑∫

=

n

i

t

ii dutAttPar
1

0
)()(exp)( φφφ

 . 

We have the following crucial  

 

Theorem. Let ),,( yxtpp =  be the heat kernel for the heat kernel equation given above. Let us fix 

Myx ∈, and let Mt →],0[:φ  be a minimizing curve such that x=)0(φ  and yt =)(φ . Then there exist 

functions ),( yxak  for INk ∈  such that p  admits the following asymptotic expansion for 0→t , 

∑
∞+

=








−=

0
),(

2
),(

exp)(
)4(

),()(det
),,(

k

k
k

g
n

g tyxa
t

yxSyn
tPar

t
yxVanyg

yxtp φπ
. 

 Proof   See [H-L 2008] and [Avramidi].  ■ 

 

We have that 1),;,( 22110 =yxyxa  and that 
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),(),(
6
1),;,(1 yxQyxRyxyxa += , 

where ),( yxR  is the scalar curvature. 

 

2.11 ELLIPTIC OPERATORS ON A RIEMANNIAN STRUCTURE 

 

Let g  be a Riemannian metric on M ; our goal in this section is to define a Riemannian analogue 

of the notion of Laplacian. For that first we will define Riemannian analogues of the gradient and 

of the divergence. 

 Let Mx ∈ , let RM →:φ  be a function admitting partial derivatives at x  and let  

( ) i

n

i
i exxgrad ∑

=

∂=
1

)()( φφ   

be the gradient of φ  at x (we recall that }e,,{e n1   is the canonical basis of nIR ). The gradient of 

φ  with respect to g  at x   is defined as  

)()()( 1 xgradxgxgradg φφ −= , 

i.e.,  

( ) i

n

ji
j

ji
g exxgxgrad ∑

=

∂=
1,

)()()( φφ . 

In particular the standard gradient is the one corresponding to the Euclidean metric. 

 Let IRMn →:,,1 φφ   be such that iφ  admits i -th partial derivative at x  and let 

),,( 1 nφφ =Φ  be the vector function whose components are the iφ . The divergence of Φ  with 

respect to g at x  is defined as  

( )
( )( ))()(det

)(det
1)( xxgdiv

xg
xdivg Φ=Φ , 

i.e.,  
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( )
( )( )∑

=

∂=Φ
n

i
iig xxg

xg
xdiv

1
)()(det

)(det
1)( φ . 

As for the gradient, the standard divergence is the divergence with respect to the Euclidean 

metric. 

 Let RM →:φ  be a function admitting partial second derivatives at x ; the Laplace-

Beltrami operator of φ  at x with respect to g  is defined as the −g divergence of the −g gradient of 

φ  at x , that is as  

( ))(:)( xgraddivx ggg φφ =∆ , 

that is  

( )
( )( )==∆ )()(det

)(det
1)( xgradxgdiv

xg
x gg φφ  

( )
( )( )== − )()()(det

)(det
1 1 xgradxgxgdiv

xg
φ  

( )
( )( ))()()(det

)(det
1

1,
xxgxg

xg j
ji

n

ji
i φ∂∂= ∑

=

, 

where as usual )(xg ji  denotes the −),( ji th element of )(1 xg − . 

 Now let D  be the differential operator defined by 

)()()()(:)(
1,

2

1
x

xx
xgx

x
xbxD

n

ji ji

ji
n

i i

i ∑∑
== ∂∂

∂
+

∂
∂

=
φφφ . 

For D  the elliptic operator defined as above and let IRMQ →:  be defined by 

 

( )
∑

= 









 ∂
+=

n

ji

j
ji

i
ji

ji

xg
xAxgxg

xAxAxgxQ
1, )(det

)()()(det
)()()(:)( , 

where the iA  were defined above. Then it can be proved that  
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( ) ( )[ ]
)()(

)(det

)()()(det)(
)( 1, xxQ

xg

xAxgxgxA
xD

n

ji
jj

ji
ii

φφ



















+
+∂+∂

=
∑

= . 

We observe that this expression is equal to the Laplace-Beltrami operator if and only if 0=iA  

for every i . 

 

2.12 CHANGE OF COORDINATES IN A RIEMANNIAN STRUCTURE 

 

 Let nn IRIRf →:  be a bijective and differentiable function such that MMf =)(  and 

as usual let us denote nff ,,1   the components of f . Let nIRx ∈ ; the Jacobian of f  at x , 

denoted )(xfJac  is the square matrix of order n  whose −),( ji element is )(x
x
f

j

i

∂
∂

. 

 Let M→b][a,:φ be a curve and let us consider the curve φf . The components of 

φf  are φφ  nff ,,1  and the derivative of each component is  

( ) )()()( ttfgradtf
dt
d

ii φφφ  ⋅= ( )∑
=

∂=
n

h
hih ttf

1
)()( φφ  , 

so the length of φf  with respect to g  is equal to 

( ) ( ) ( ) =∂∂= ∫ ∑ ∑∑
= ==

b

a

n

ji

n

k
kjk

n

h
hihjig dtttfttftfgfL

1, 11
)()()()()()( φφφφφφ   

( ) ( ) ( )∫ ∑ ∑
= =









∂∂=

b

a
kh

n

kh
jk

n

ji
jiih dttttftfgtf )()()()()(

1, 1,
φφφφφ  . 

 Let us denote )(* xgf  the matrix function whose −),( kh element is  

( ) )()()(
1,

xfxfgxf jk

n

ji
jiih ∂∂∑

=

, 
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that is the product of the −h th column of )(xfJac , times )(xg , times the −k th column of 

)(xfJac . Then we have that 

=)( φfLg ( )∫ ∑
=

∗
b

a

n

kh
kh dttttgf

1,
)()()( φφφ  )(* φgfL= , 

that is the length of φf  with respect to g  is equal to the length of φ  with respect to gf * . 

 Thus we can say that if we make a change of coordinates in M  by means of f  then the 

metric changes from g  to gf * . 

 As observed above, )(* xgf  is the product of the transpose of )(xfJac , times )(xg , 

times )(xfJac , that is 

)()()()(* xfJacxgxfJacxgf t= . 

 Suppose that we change the coordinates from nxx ,,1   to nff ,,1  . This means that 

φ  is changed to φ1−f . Let )(:)( xfJacxL = ; since 11 )()( −− = xLxfJac , we have that the 

metric becomes  

)()()( 11 xLxgxLt −−  

and its inverse is 

)()()( 1 xLxgxL t− . 

 

2.13 CHAIN RULE FOR PARTIAL DERIVATIVES 

 

 Let nRM ⊂ , let IRMp →:  be a twice differentiable function and let MMf →:  be 

a twice differentiable and bijective function. We denote nff ,,1   the components of f . Let 

nxx ,,1   be real variables and suppose that p  is given as a function of nxx ,,1  , that is 

),,( 1 nxxpp = . Let also ),,(: 1 nxxx = .  

 We can consider nff ,,1   as real variables and express p  as a function of nff ,,1  , 

that is ),,( 1 nffpp = . By the chain rule of partial derivatives, we have that for nj ,,1= , 
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( ) )()()(
1
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x
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f
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= ∂
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∂
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∂
∂ , 
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∂
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∂∂
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kiji x
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 We have that 
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k
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k
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k

ki xx
f

f
p

x
f

f
p

xx
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f
p

x ∂∂
∂

∂
∂
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∂
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∂
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∂
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, 

so we have 

∑
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ff
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( ) ( ) )()()()()(
1

2

1,

2

x
xx
fxf

f
px

x
fx

x
fxf

ff
p n

k ji

k

kj

k
n

kh i

h

kh
∑∑

== ∂∂
∂

∂
∂

+
∂
∂

∂
∂

∂∂
∂

=  

 

 

2.14 CHANGE OF COORDINATES IN THE KOLMOGOROFF BACKWARD 
EQUATION 

 

 Let n  be a natural number and let IRMMIRp →××: , let D  be the differential 

operator defined by 

)()()()(:)(
1,

2

1
x

xx
xgx

x
xbxD

n

ji ji

ji
n

i i

i ∑∑
== ∂∂

∂
+

∂
∂

=
φφφ  

and let p  verify the partial differential equation 
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),,,(),,( yxtDpyxt
t
p

=
∂
∂  

where IRt ∈ , Myx ∈,  and D  acts on p  as a function of x . Let MMf →:  be a twice 

differentiable and bijective function whose second partial derivatives are zero and let us consider 

p  as a function of ft,  and y . By the result given in the preceding paragraph we have that  

( ) )()()(
1

x
x
fxf

f
px

x
p n

h i

h

hi
∑

= ∂
∂

∂
∂

=
∂
∂  

and that 

=
∂∂

∂ )(
2

x
xx
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ji

( ) )()()(
1,

2

x
x
fx

x
fxf

ff
p

j

k
n

kh i

h

kh ∂
∂

∂
∂

∂∂
∂∑

=

. 

Thus 

( )yxftDp ),(, ( ) ( )∑ ∑∑ ∑
= == =

=
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∂

∂∂
∂

+
∂
∂

∂
∂

=
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1, 1,
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1 1
)()()()()()()(  

( ) ( ))()()()()()()(
1,

2

1,1 1
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ff
px

x
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x
fxf

f
pxbx

x
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kh khj

kji
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ji i
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h h

i
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i i
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= == = ∂∂
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∂
∂

∂
∂
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∂
∂









∂
∂

= . 

 Let )(xL  be the Jacobian matrix at x  of f  with respect to the variables nxx ,,1  , that 

is  

njij

i x
x
fxL

,,1,

)()(
=












∂
∂

= . 

By elementary rules of the product of matrices we have that 

)()()(
1,

x
x
fxgx

x
f

j

kji
n

ji i

h

∂
∂

∂
∂∑

=

 

is the −),( kh entry of the matrix 

)()()( 1 xLxgxL t− . 

We observe that since f  is bijective, we can consider x  as a function of f , )( fxx = , thus 

setting 
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( ) ( ) ( ))()()(:)( 11 fxLfxgfxLf t−− =γ  

and 

( ) ( ) ( ) ( ))()()()(:)(
1

fxfgradfxbfxbfx
x
ff h

i
n

i i

hh ⋅=
∂
∂

= ∑
=

β , 

we have that 

),,( yftDp ( ) ( ) ( ))()()()(
1,

2

1
fx

ff
pfxfx

f
pf

n

kh kh

kh
n

h h

h ∑∑
== ∂∂

∂
+

∂
∂

= γβ . 

Since the derivative of p  with respect to t  does not change when considering p  as a function 

ft,  and y  we have that 

( ) ( ) ( ))()()()(),,(
1,

2

1
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ff
pfxfx

f
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kh kh
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h h
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== ∂∂

∂
+

∂
∂

=
∂
∂ γβ . 

 

 



 

 
    
 

38 

3 The Poincaré half-plane  

In this chapter we study the Poincaré half-plane, a Riemannian metric on the positive half-plane 

which will result to be the metric for the SABR model. 

 The chapter is organized as follows: after introducing the Poincaré model for a generic 

dimension n  and computed the equations for the geodesics, we study in details the case 2=n . 

We find two classes of solutions to these equations, namely the vertical lines and the positive 

semicircles with center on the −x axis. We compute the geodesic distance for them and show 

that they are the only geodesics.  

 A vertical line has equation 

( )ptebat ±= ,)(φ , 

for ba,  and p  real constants with 0>b ; a positive semicircle has equation 









+=

)cosh(
,)tanh()(

qt
rcqtrtφ . 

 

3.1 POINCARÉ HALF-SPACE 

 

Let nIH  be the positive half-space of nIR , that is 

{ }0:),,( 1 >∈= n
n

n
n xIRxxIH  . 

We define on nIH  the Riemannian metric g  such that if ),,( 1 nxxp =  then 2)(
n

ji
ji x

pg
δ

= , 

that is the matrix corresponding to the point p  is equal to the identity matrix divided by 2y . 

This means that the scalar product at ),,( 1 nxx   is equal to the standard Euclidean scalar 
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product divided by 2y . Thus we have that )( pg ji , the ),( ji -th element of the inverse of )( pg , 

is equal to 2
nji xδ .  

 As seen before the equations for the geodesics are the following: 

( ) ( ) ( ) 0
)(

)()()()(
22

1
2

1 =
−+

+ −

t
tttt

n

nn
n φ

φφφφ


 ,  

0
)(

)()(2)( =−
t

ttt
n

nk
k φ

φφφ


   for 1,,1 −= nk  . 

 Now let 2=n  and let us set 1: φ=x , 2: φ=y . Then the system of differential equations 

is  










=
−

+

=−

0)()(

02

22

y
yxy

y
yxx







,                         

which is equivalent to  





=−+
=−

0)()(
02
22 yxyy

yxyx



.   

 

3.2 GEODESICS OF THE POINCARÉ HALF-PLANE: VERTICAL LINES 

 

 First suppose that 0)( =tx  for every t ; this means that there exists a constant a  such 

that atx =)(  for every t . Moreover the second equation becomes  

0)( 2

=−
y
yy


 . 

To solve it, let us observe that  









−=

−
=








y
yy

yy
yyy

y
y

dt
d 2

2

2 )(1)( 



,  
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thus the second equation is verified if and only if 0=







y
y

dt
d 

. Then there exists a constant b  

such that b
y
y

=


 and therefore there is another constant c  such that cteby = . Since 0>y  then 

b  must be positive. 

 In conclusion the expression for the curve is ( )ctebat ,)( =φ , where ba,  and c  are real 

numbers. This curve is a vertical line. 

 Now we suppose that this curve is parametrized by arc length. By Proposition 2.9, we 

have that the speed of the curve is equal to 1. Thus since ( )ctebct ,0)( =φ  we have that 

)()(),( ttt φφφ 〉〈  cc
eb
ecb

ct

ct

=== 2
22

222

, 

that we set it equal to 1, so 1±=c . Thus the geodesics are ( )tebat ±= ,)(φ  for constants a  and 

b .  

 

3.3 GEODESIC DISTANCE FOR VERTICAL LINES 

 

 Let us take two points ),( 1ya  and ),( 2ya  with the same −x coordinate. Up to 

reparametrization, there is only one geodesic of the kind found above joining these two points, 

the straight line segment ax =  comprised between 1y  and 2y . We will prove that, supposing 

without loss of generality that 21 yy < , the length of the arc of curve joining them is equal to 

1

2log
y
y

. 

 Indeed, let us take that curve, which we call φ  and let 21, tt  be such that ),()( 11 yat =φ  

and ),()( 22 yat =φ . Since the curve is parametrized by arc length, the length of the arc of φ  

comprised between )( 1tφ  and )( 2tφ  is 12 tt − .  
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 First let the geodesic be ( )tebat ,)( =φ ; then from it
i eby =  we obtain that 

b
yt i

i log=  

for 2,1=i . Since in this case )(ty  is increasing, from 21 yy <  we obtain that 21 tt < , thus 

12 tt − 12 tt −= =−=
b
y

b
y 12 loglog

1

2log
y
y

. 

 Now let the geodesic be ( )tebat −= ,)(φ ; then in this case 
b
yt i

i log−= . The function 

)(ty  is decreasing, thus 21 yy <  implies that 12 tt <  and 

12 tt − 21 tt −= =+−=
b
y

b
y 21 loglog

1

2log
y
y

. 

 

3.4 GEODESICS OF THE POINCARÉ HALF-PLANE: SEMICIRCLES 

 

 Now let x  be non-necessarily zero. We observe that the first equation gives 

02
=−

y
yxx


 ⇔ 02
=

−
y

yxyx 
⇔ 02

3 =
−
y

yxyx 
⇔ 02 =








y
xD


, 

which is true if and only if there exists a non-zero constant r  such that 
r
yx

2

= .  

 As before, we impose that 1)(),( )( =〉〈 ttt φφφ  , that is  

1)()(
2

22

=
+
y

yx 
⇔ 222 )()( yyx =+  ⇔ 2

4
2222 )()(

r
yyxyy −=−=  . 

 Let 2

2

1
r
yyy −= ; this is a solution of the preceding equation. Set 

r
y

=:ζ ; then 

==
r
yζ 2

2

1
r
y

r
y

− 21 ζζ −= . 
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 We now recall the following result from calculus: if f  is an injective and differentiable 

real function, then [ ] ( ))(][
1)( 1

1

tffD
tfD −

− = . Thus     

[ ] dzzDz ∫ −− = )()( 11 ζζ ( )dz
z∫ −=
)(

1
1ζζ ( ) ( )[ ] dz

zz∫ −− −
=

211 )(1)(
1

ζζζζ
dz

zz∫ −
=

21
1 . 

Now set zarccos:=θ , that is θcos=z  and θθ dzd sin−= . Thus the preceding integral is 

equal to 

θ
θθ

θ d∫ −
−

2cos1cos
sin θ

θ
d∫−=

cos
1 . 

Observe that  

θ
θθθ

θ
θ

θ
θ

2

22

cos
sinsincos

sin1
cos

cos
sin1log ++

+
=














 +D

θcos
1

= , 

thus 

θ
θθ

θ d∫ −
−

2cos1cos
sin







 +

−=
θ

θ
cos

sin1log









 −+
−=

z
z211log . 

  Therefore   

( ))(1 tt ζζ −=












 −+
−=

)(
)(11

log
2

t
t

ζ
ζ

⇔  

⇔
)(

)(11 2

t
t

e t

ζ
ζ−+

=− ⇔ )(11)( 2 tte t ζζ −=−− ⇔  

⇔ )(11)(2)( 222 ttete tt ζζζ −=+− −− ⇔  

⇔ ( ) 0)(2)(1 22 =−+ −− tete tt ζζ ⇔  

⇔ ( ) 0)(2)()1( 2 =−+ −− tete tt ζζ ⇔ 2   02)()1( 2 =−+ −− tt ete ζ ⇔  

                                                   
2 Since yαζ =  then 0>ζ  



 

 
    
 

43 

⇔ t

t

e
et 21

2)( −

−

+
=ζ

tcosh
1

= ⇔
t

rty
cosh

)( = . 

Therefore  

r
yx

2

=
t

r
2cosh

=  

and thus 

ctrx += tanh  

for some constant c . In conclusion the geodesic is  







 +=

t
rctrt

cosh
,tanh)(φ . 

Since 0>y  then we have that 0>r . 

 We now observe that  

( ) ( ) 2
2

2222

cosh
1tanh)()( r

t
trtyctx =






 +=+− , 

since we have the equality  

1
cosh

1tanh 2
2 =+

t
t . 

 Since, moreover for [  ,-] ∞+∞∈t  the function ttanh  assumes all the values in [ 1 ,1-]  

and the function tcosh/1  all the values in [ 1 ,0] , we have that the geodesic we have found is the 

positive semicircle with center )0,(c  and radius r . 

  

3.5 GEODESIC DISTANCE FOR SEMICIRCLES 

 

 Let us take two points ),( 11 yx  and ),( 22 yx  with 21 xx ≠ . First we show that up to 

reparametrization, there is only one semicircle joining these two points. This is equivalent to 
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prove that there is only one point in the −x axis with the same distance from ),( 11 yx  and 

),( 22 yx . 

 Indeed let c  be such that the distance from )0,(c  to ),( 11 yx  is equal to that from )0,(c  

to ),( 22 yx ; then the equality 

 

(c −x1)
2 + y1

2 = (c −x 2)
2 + y2

2  

has the unique solution 

)(2 12

2
1

2
2

2
1

2
2

xx
yyxxc

−
−+−

= . 

 Now let us compute the geodesic distance of two points joined by a semicircle. We saw 

that 

t
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)(
)(11

log
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t
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ζ
ζ















−+
=

)(
)(log

22 tyrr
ty . 

Let φ  be the semicircle and let 21, tt  be such that )(),( 111 tyx φ=  and )(),( 222 tyx φ= . We 

suppose that 21 tt < , so the length of the arc of the geodesic joining ),( 11 yx  and ),( 22 yx  is  

=− 12 tt 













−+ 2
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2

2log
yrr
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−

2
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yrr
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−+

−+
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2
2

2

2
1

2

1

2log
yrr

yrr
y
y . 

It can be proved that the latter expression is equal to 








 −+−
+

21

2
12

2
12

2
)()(1arccos

yy
yyxxh . 

 

3.6 PROOF OF THE UNIQUENESS OF THE GEODESICS 

 

 Now we prove that vertical lines and semicircles are the only geodesics for the Poincaré 

half-plane. For that we have to show that given real numbers 2121 ,,, vvuu  there exists a curve φ  
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which is a vertical line or a semicircle and a 0t  such that ),()( 210 uut =φ , ),()( 210 vvt =φ . We 

observe that since the y -coordinate is positive, we must have 02 >u .  

 By Remark (2.9), for every real number α , the composition of a geodesic φ  with the 

function tt α→  is still a geodesic, so the two classes of geodesics we have found, together with 

their derivatives, are 

( )tebat αφ ±= ,)( ,  ( )tebpt αφ ±±= ,0)(   

with a  and b  arbitrary constants and 
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,)tanh()(

t
rctrt

α
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 −
=

)(cosh
)sinh(,
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)( 22 t
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t

prt
α

α
α

ψ , 

with 0>r  and c  constants. 

 Let 01 =v  and take ( )tebat αφ ,)( = ; then  

( )ba,)0( =φ ,  ( )αφ bt ,0)( =  

and we have a solution for 1ua = , 2ub = , 
2

2

u
v

=α , that is the curve 











=

t
u
v

euut 2

2

21,:)(φ  

is a geodesic and verifies the initial condition for 00 =t . 

 Now let 01 ≠v ; we have to find constants cr ,,α  and 0t  (with 0>r ) such that  

2
0

10 )cosh(
,)tanh( u

t
ructr ==+
α

α ,  2
0

2
0

1
0

2 )(cosh
)sinh(,
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v

t
tprv

t
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=
−

=
α

α
α

α . 

After long (but simple) calculations we find that the solution to this system is given by 

2
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2
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2
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2 v
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v
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v
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3.7 GEODESIC CONNECTING TWO GIVEN POINTS 

 

 Let us given two points ),( 111 yxz =  and ),( 222 yxz =  of the Poincaré half plane 2IH  

and let us find the geodesic connecting them, that is a geodesic  

2],0[: IH→τψ  

for some 0>τ  such that 1)0( z=ψ  and 2)( z=τψ . First let us suppose that 21 xx ≠  and 

consider the semicircle  









+=

)cosh(
,)tanh()(

t
rctrt

α
αψ  

with center the point ),( oc  and radius r  defined by 

)(2 12

2
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2
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2
1

2
2
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yyxxc

−
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=  

and 

2
2

2
2

2
1

2
1 )()( ycxycxr +−=+−= . 

First we will find the value 0t  such that 10 )( zt =ψ  and we will define a new curve φ  by  

)(:)( 0ttt +=ψφ , 

so 1)0( z=φ . 

 To find 0t  we have to solve the following system of equations 







=

=+

1
0
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)cosh(
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y
t

r
xctr

α

α
 . 

This gives 
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1
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y
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for every 0≠α . That is 
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By imposing that 

2
1

arccos1)( z
y
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α
τψτφ , 

since  

2
2

arccos1 z
y
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α
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this implies that  
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y
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y
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and gives 
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2
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1log1

yrr

yrr
y
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τ
α  

by using the relation 

 

arccosh(x) = log x + x 2 −1( ) 
for 1≥x  (this is possible since 21, yyr ≥ ). 

 Now suppose that 21 xx = . The geodesic containing ),( 11 yxz =  and ),( 22 yxz =  is a 

vertical line of the form 

( )text αψ ,)( = . 

If 10 log1 yt
α

=  then ( )text αψ ,)( 0 = , so we set 

( ))(
0

0,)(:)( ttexttt +=+= αψφ . 

We determine α  in order to have 2)( z=τφ ; this gives 
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21 loglog yy =+ατ , 

implying that 

1

2log1
y
y

τ
α = . 
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4 The SABR model 

4.1 RIEMANNIAN METRIC FOR THE SABR 
 

 Let Cb,  and σ  be functions from IR  to IR  with C  integrable, let 0F  and α  be real 

constants and let 2,1,)( == jijiP ρ  be a symmetric and invertible matrix of order 2  whose diagonal 

entries are equal to 1. A stochastic volatility model is defined as the following system of two 

correlated stochastic differential equations: 
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( ) ( )
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 Set 21: ρρ = ; the inverse of the matrix P  is the matrix   
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−
− 1

1
1

1
2 ρ

ρ
ρ

, 

in particular this implies that 1≠ρ . For {1,2}, ∈ji  we denote jiρ  the −),( ji th element of 
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and suppose that the matrix ( ) nji
ji afg ,,1,),( =  is positive definite for every )0,0(),( ≠af . The 

Riemannian metric 1−g  for the above system of stochastic differential equations is 
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Let us consider the function 
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its Jacobian is 
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Moreover we have that 
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ξ = . 

 Now consider the following change of coordinates, 

 

F ' : IR2 → IR2

(q,ξ) → x(q,ξ) := q − ρξ, y(ξ) := 1− ρ2ξ( ). 

Its Jacobian is  
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so 1−g  becomes 
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 Now let us consider the SABR model, i.e., the stochastic volatility model with 0=b  and 
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so the second order derivatives term is 
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that is the metric is that of the Poincaré half-plane.  

 

 

4.2 HEAT KERNEL EXPANSION FOR THE SABR 
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(see Sec. 4.3 of [Paulot] or [5.92] of [Avramidi]); since for 0≥z  we have 
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0),(1 =yxA ,  ),(2 yxA
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 Now let us given two points ),( 111 yxz =  and ),( 222 yxz =  with 21 xx ≠ . Let 0>t ; as 

seen before, the geodesic  
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such that 1)0( z=φ  and 2)( zt =φ  is given by 
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We have that  
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By making the change of variables 
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 is the scalar curvature. 
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 By using the approximation at first order of the preceding formula, one can find the 

following value for the BSM implied volatility 
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The details of the derivation of such a formula are in 4.3.3 of [H-L 2005] or 6.1.4 of [H-L 2008]. 
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